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a b s t r a c t 

In evolutionary game theory interactions between individuals are often assumed obligatory. However, in 

many real-life situations, individuals can decide to opt out of an interaction depending on the informa- 

tion they have about the opponent. We consider a simple evolutionary game theoretic model to study 

such a scenario, where at each encounter between two individuals the type of the opponent (coopera- 

tor/defector) is known with some probability, and where each individual either accepts or opts out of the 

interaction. If the type of the opponent is unknown, a trustful individual accepts the interaction, whereas 

a suspicious individual opts out of the interaction. If either of the two individuals opt out both individ- 

uals remain without an interaction. We show that in the prisoners dilemma optional interactions along 

with suspicious behaviour facilitates the emergence of trustful cooperation. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Evolutionary games provide a general framework to study fre-

quency dependent selection, where the fitness (payoff) of each in-

dividual is determined by playing a game with other individuals in

the population. In the standard formulation, games between indi-

viduals are assumed compulsory in the sense that individuals can-

not choose whom they encounter, and are then forced to execute

their strategy with the encountered individual (e.g. Weibull, 1995 ).

In nature, however, this is usually not the case. Various models

have taken this into consideration and allowed individuals to be

selective either in the form of partner choice (“pre-interaction de-

cisions”, e.g. Noë and Hammerstein, 1994; Hruschka and Henrich,

2006; Fu et al., 2008 ) and/or partner switching (“post-interaction

decisions”, e.g. Hruschka and Henrich, 2006; McNamara et al.,

2008; Fu et al., 2008; Fujiwara-Greve and Okuno-Fujiwara, 2009;

Izquierdo et al., 2010; Wubs et al., 2016; Zheng et al., 2017 ), whilst

some models have allowed individuals to refuse interactions alto-

gether (“optional interactions”, e.g. Miller, 1967; Vanberg and Con-

gleton, 1992; Orbell and Dawes, 1993; Stanley et al., 1995; Batali

and Kitcher, 1995; Sherratt and Roberts, 1998; Hauert et al., 2002a;

Mathew and Boyd, 2009; Ghang and Nowak, 2015 ). In this work
∗ Corresponding author. 
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e assume that opponents are chosen at random and we focus on

ptional interactions. 

An extremely simple form of optional interactions is to accept

o interactions, which is the so-called loners strategy ( Brandt et al.,

006; Cardinot et al., 2016; Fowler, 2005; Hauert et al., 2002a;

0 02b; 20 07; Mathew and Boyd, 2009 ). Individuals who adopt a

oners strategy opt out of all interactions and receive a fixed “lon-

rs payoff”. In evolutionary games with loners along with cooper-

tors and defectors, where cooperators and defectors are assumed

o accept every interaction, the evolutionary trajectories approach

 cycle between the three strategies ( Hauert et al., 20 02a; 20 02b ).

his is an interesting result, particularly because in such models

ndividuals have no information about their opponents. 

While no information and no interaction represents an extreme

cenario, in many situations individuals can base their decision on

artial information about their opponent. Classical examples where

ndividuals in the population have at least some information about

ach other are as follows: (a) models of direct reciprocity: indi-

iduals have encountered their opponent in the past ( Batali and

itcher, 1995; Castro and Toro, 2008; Kurokawa, 2017; Sherratt and

oberts, 1998; Spichtig et al., 2013; Trivers, 1971 ); (b) models of in-

irect reciprocity: the opponent has build a reputation of its past

ctions with other individuals ( Fu et al., 2008; Ghang and Nowak,

015; Nowak and Sigmund, 2005; 1998a; 1998b; Panchanathan

nd Boyd, 2003 ); or (c) the opponent appears or behaves a certain

ay before an interaction takes place that indicates its intended

http://dx.doi.org/10.1016/j.jtbi.2017.08.025
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jtbi
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Fig. 1. Decision tree for a player of type A . At the top node nature decides whether 

the player A identifies the type of the encountered opponent B or not, which hap- 

pens with probabilities q and 1 − q, respectively. If player A identifies the type of 

the encountered opponent (left branch), the player chooses the action that maxi- 

mizes its payoff. Thus player A will accept the interaction if the payoff of A against 

B is greater than 0, otherwise player A will opt out of the interaction. If player A 

doesn’t identify the type of its encountered opponent (right branch), player A can 

either be trustful or suspicious and will either accept or opt out of the interaction, 

respectfully. 
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ctions ( DeSteno et al., 2012; Frank et al., 1993; Reed et al., 2012;

amagishi et al., 1999 ). For example, the ability of correctly evalu-

ting mate selection-related strategies of other individuals is com-

on ( Andersson and Simmons, 2006; Iwasa et al., 1991; Jennions

nd Petrie, 1997; Zahavi, 1975 ). In such situations, and in contrast

o loners strategy of always opting out, the decision of opting out

r accepting the interaction ought to depend on the available par-

ial information. 

In this work we introduce a simple evolutionary game-

heoretical model where the individuals encounter each other at

andom (no choice of opponents), but at each encounter they are

iven the option to either accept or opt out of the interaction

ased on partial information about their opponent. If either of the

wo individuals opt out, both individuals remain without an inter-

ction. In our model the type of the opponent (cooperator or de-

ector) is known with some fixed probability. If the type of the op-

onent is known, then individuals take a decision (accept or opt

ut) that yields a greater payoff. If the type of the opponent is

ot known, then individuals can be either trustful or suspicious

 Panchanathan and Boyd, 2003; Sigmund, 2010 ). A trustful individ-

al accepts an interaction with the trust that the opponent will

rovide a greater payoff than opting out, and a suspicious individ-

al opts out of an interaction suspecting that the opponent will

rovide a lesser payoff than what opting out yields. The strat-

gy of an individual is thus a combination of its type (coopera-

or/defector) and a decision rule that dictates whether to accept or

pt out of an interaction (trustful/suspicious). 

We formally introduce our modeling framework in the follow-

ng section, and then as an example, study the evolution of coop-

ration by working out the game of prisoners dilemma in detail.

e succinctly summarize our key findings below. 

• First, if the probability of knowing the type of the opponent is

above a certain threshold, a threshold that is given in terms of

payoffs, then trustful cooperation is an ESS. A similar condition

was derived in Nowak and Sigmund (1998a ), Nowak and Sig-

mund (1998b ), Suzuki and Toquenaga (2005) and Ghang and

Nowak (2015) . Interestingly, and in contrast to the previous

findings, if opting out yields an equal or greater payoff than

mutual defection, then trustful cooperation is a globally con-

vergent ESS, i.e., trustful cooperation is reached from any initial

state of the population. In particular, even an (almost) entirely

defective population will be eventually replaced by trustful co-

operators. 
• Second, we consider that the probability of knowing the type

of the opponent is below the required threshold. If opting out

is at least as beneficial as mutual defection, then the evolution-

ary dynamics approaches a rock-paper-scissors cycle of trust-

ful cooperation, trustful defection and suspicious cooperation.

However, if opting out is strictly better than mutual defection,

then for a low probability of knowing the type of the oppo-

nent, trustful cooperation, trustful defection and suspicious co-

operation coexist at a globally stable equilibrium. We note that

suspicious defection is always (eventually) selected against and

thus eradicated form the population. 

To summarize, we introduce a simple mathematically tractable

odel that enables us to study the interplay between social

accepted interactions) and non-social (rejected interactions) be-

aviour. We apply our model to the game of prisoners dilemma

here we show that the option of non-social behaviour of opting

ut of interactions, a “natural precondition” of partner formation,

llows for the emergence of (social and) cooperative behaviour.

oreover, we find that non-social behaviour together with the

bility to recognise the behaviour of each other leads not only to

table cooperative populations but also to trustful behaviour that

ccepts interactions with potentially defective players. 
. Model description 

Consider a large and well-mixed population with two types

f players, cooperators and defectors. Players are assumed to en-

ounter each other at random, such that at each encounter they

an either accept or reject each other for an interaction. If both

layers accept, a game is played and a payoff is received: if both

layers are cooperators both receive R , if both players are defectors

oth receive P , and if one is a defector and the other is a cooper-

tor then the defector receives T and the cooperator S , such that

 < P < R < T . A game is not played if at least one of the two players

ejects the interaction (opt out), in which case both players receive

 payoff L , where L can be any value relative to the payoffs S, P, R,

 . Without loss of generality we set L = 0 and scale the other pay-

ffs accordingly (SI). The payoffs S, P, R, T thus need to be reinter-

reted as the difference between the particular social interaction

nd non-social behaviour. We note that each player knows its own

ype as well as the ordering of payoffs. 

The decision to accept or opt out of an interaction is made

ased on the type of the opponent, which is known to the player

ith some fixed probability q . If the type of the opponent is known

he decision to interact is obvious – a game that yields a greater

ayoff than opting out will be accepted and with a smaller pay-

ff rejected. This is illustrated with the left branch in Fig. 1 where

 player of type A has identified the type of the encountered op-

onent B . The question is what to do when the opponent is un-

nown (the right branch in Fig. 1 ). Since players have no infor-

ation about the composition of the population (frequency distri-

ution of cooperators and defectors) they have only two options,

ither trust that by accepting the interaction the unknown player

ill yield them a greater payoff than if they chose to opt out,

r be suspicious that the interaction will be advantageous and re-

ect the unknown opponent ( Panchanathan and Boyd, 2003; Sig-

und, 2010 ). All in all we obtain four strategies, trustful coopera-

ion, suspicious cooperation, trustful defection and suspicious de-

ection, keeping in mind that for some payoff configurations not

ll strategies are rational and hence will not be considered. For

xample, if mutual defection yields greater payoff than non-social

ehaviour 0 < P , then defectors will always receive a greater pay-

ff by accepting an interaction, known and unknown, and thus the 

trategy of suspicious defection will be disregarded. 
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We immediately observe that the cases 0 ≤ S and R ≤ 0 lead to

trivial evolutionary dynamics ( Batali and Kitcher, 1995 ). If 0 ≤ S ,

then any interaction is at least as good as no interaction and thus

all games should be accepted, and if R ≤ 0, then cooperators receive

always the maximum payoff by not interacting and so all games

end up being rejected. In the first case we recover the dynam-

ics of the prisoners dilemma with obligatory interactions where

defective strategy is the evolutionary outcome. In the latter case

players of both types opt out of all interactions. Thus, the task

is to work out the evolutionary dynamics for the two remain-

ing cases, S < 0 ≤ P < R < T and S < P < 0 < R < T . We remark that the

non-generic case P = 0 is of special interest and will be considered

separately, not only due to its simple evolutionary dynamics but

also because a donation game, the central model in the literature

of evolution of cooperation ( Sigmund, 2010 ), falls into this cate-

gory of models when the benefit of defection T − R and the cost of

cooperation S − P are equal. 

We will interpret mutual defection as some arbitrary social

interaction that provides basic income P , where the potentially

harmful effect of the interaction is factored in the payoff. Depend-

ing on the level of harm defection causes to the co-player, the pay-

off for mutual defection may be greater or smaller than the pay-

off for non-social behaviour. Equivalently, and this is the terminol-

ogy we use throughout the paper, we say that opting out is costly

when P > 0 and beneficial when P < 0. 

3. Results 

We will first work out a model for the two limiting cases where

players have either zero information q = 0 or perfect information

q = 1 about their opponents. In the following sections we will con-

sider games with partial information 0 < q < 1 and first deal with

the special case P = 0 where opting out and mutual defection re-

sults in equal payoff. Lastly we solve the two remaining cases,

S < 0 < P where opting out is costly and P < 0 < R where opting out

is beneficial. For each model we analyse the evolutionary dynamics

represented with a continuous-time replicator equation 

˙ x A = x A 
(
E A − Ē 

)
(1)

where the dot denotes a time derivative, x A is the frequency and E A 
is the expected payoff of strategy A , and Ē = 

∑ 

B x B E B is the average

payoff in the population. 

3.1. Games with zero and perfect information 

Let us first consider the case where players have zero infor-

mation about the type of the opponent q = 0 and so all inter-

actions are between unknown players. In both non-trivial cases

S < 0 ≤ P < R < T and S < P < 0 < R < T we have S < 0 < R , and so the

decision for a cooperator to accept or opt out of an interaction

with an (always) unknown opponent depends whether the oppo-

nent is likely to be a cooperator or a defector. If the unknown op-

ponent is likely to be a defector it pays off to opt out, but if the

opponent is likely to be a cooperator it pays off to accept the in-

teraction. We thus need to consider both suspicious and trustful

cooperators, where suspicious cooperators opt out of all interac-

tions, while trustful cooperators accept every interaction. Similarly,

if P < 0 < R defectors may either be suspicious and opt out of all

interactions or be trustful and always defect. However, for S < 0 ≤ P

all defectors ought to be trustful and accept every interaction. In

this case suspicious defectors will not be considered. We thus need

to consider only three simple strategies, suspicious strategies (i.e.

suspicious cooperators and for P < 0 < R also suspicious defectors)

who opt out of every interaction, trustful cooperators and trust-

ful defectors who accept every interaction. The expected payoff for
uspicious strategies is always 0 while for trustful strategies the

ayoffs are 

f 1 = x 1 R + y 1 S 

g 1 = x 1 T + y 1 P, 
(2)

here f 1 , g 1 are the expected payoffs and x 1 , y 1 are the frequencies

f trustful cooperators and trustful defectors, respectfully. We will

se subscript 1 to denote trustful players, and we reserve subscript

 to denote suspicious players. The subscripts can be thought of

epresenting the probability of accepting unknown opponents. 

The evolutionary dynamics of this model can be solved fully

nalytically (SI) and the results are depicted in Fig. 2 . In Fig. 2 (a)

here 0 < P , all trajectories approach trustful defection. In Fig. 2 (b)

here P = 0 , all trajectories approach the line of equilibria

panned by suspicious strategies and trustful defection, and in

ig. 2 (c) where P < 0, all trajectories approach suspicious strate-

ies. Note that in the last case the boundary is a heteroclinic cycle.

his model was analysed in the context of public goods game by

auert et al. (2002a ; 2002b ). 

If players have perfect information about the type of the oppo-

ent q = 1 , it is nonsensical to distinguish between suspicious and

rustful strategies as all opponents are known. In both non-trivial

ases S < 0 ≤ P < R < T and S < P < 0 < R < T cooperators will only ac-

ept interactions with other cooperators, while defectors will ac-

ept defectors only if 0 < P . For all payoffs no games between de-

ectors and cooperators are played. The analysis of the evolutionary

ynamics is straightforward. If 0 < P cooperation and defection are

oth locally attracting states separated by an unstable equilibrium

 Fig. 2 (d)), and if P ≤ 0 cooperation is globally attracting ( Fig. 2 (e)).

.2. Games with partial information 

In this section we consider models with partial information

 < q < 1. The first model we analyze is where opting out of inter-

ctions yields no benefits nor costs to the player and so P = 0 . We

nalyze this case first because of its simple evolutionary dynamics

nd because it contains the donation game, a version of prisoners

ilemma that has a central role in the literature of the evolution

f cooperation ( Sigmund, 2010 ). 

.2.1. Opting out yields no benefits nor costs 

In this section we assume that opting out yields players the

ame payoff as mutual defection, i.e. P = 0 . In such a case, defec-

ors should always accept unknown players since accepting a game

uarantees them a payoff that is at least 0 ( ≤ P, T ). Suspicious de-

ection is therefore not a rational strategy and will not be consid-

red. Cooperators, however, may want to accept or opt out of an

nteraction with an unknown player: if the opponent is likely to

e a cooperator, accepting is more beneficial than opting out 0 < R ,

ut if the opponent is likely to be a defector it is better to opt out

 < 0. We thus consider three strategies, trustful cooperators who

ccept a known cooperator and an unknown opponent but reject a

nown defector, suspicious cooperators who accept a known coop-

rator but reject everyone else, and trustful defectors who accept

ll opponents. 

To investigate the evolutionary dynamics (1) we calculate the

xpected payoffs for each strategy 

f 0 = 

(
x 0 q 

2 + x 1 q 
)
R 

f 1 = ( x 0 q + x 1 ) R + y 1 (1 − q ) S 

g 1 = x 1 (1 − q ) T , 

(3)

here similarly to previous section f 0 , f 1 , g 1 are the expected pay-

ffs and x 0 , x 1 , y 1 are the frequencies of suspicious cooperators,

rustful cooperators and trustful defectors, respectfully. 



T. Priklopil et al. / Journal of Theoretical Biology 433 (2017) 64–72 67 

Fig. 2. Top row: evolutionary dynamics (1) for a model (2) with zero information q = 0 . In (a) 0 < P all trajectories approach trustful defection (b) P = 0 all trajectories 

approach the line of equilibria spanned by suspicious strategies and trustful defection (c) P < 0 all trajectories approach suspicious strategies. Note that the boundary is a 

heteroclinic cycle. Bottom row: evolutionary dynamics (1) for a model with perfect information q = 1 . In (d) 0 < P cooperation and defection are locally attracting, separated 

by an unstable equilibrium. In (e) P ≤ 0 all trajectories approach cooperation. 

Fig. 3. Evolutionary dynamics (1) for a model (3) where opting out is not costly nor beneficial P = 0 . The parameter values are (a) 0 < q < 

T−R 
T 

(b) T−R 
T 

< q < 

T 

R (1+ R 
4 T )+ T 

(c) 

T 

R (1+ R 
4 T )+ T 

< q < 

T 
R + T (d) T 

R + T < q < 1 . In each panel in the top node all players are suspicious cooperators ( x 0 = 1 ), in the bottom left node all players are trustful cooperators 

( x 1 = 1 ) and in the bottom right node all players are trustful defectors ( y 1 = 1 ). The analytical expressions for the dimorphic and trimorphic equilibria, and their stability 

conditions, are given in the SI. There are two qualitatively different evolutionary trajectories: In panel (a) 0 < q < 

T−R 
T 

every trajectory approaches the rock-paper-scissors 

cycle of trustful cooperation, trustful defection and suspicious cooperation, and in panels (b)–(d) T−R 
T 

< q < 1 all trajectories converge to a fully trustful cooperation. 
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The evolutionary dynamics (1) with the expected payoffs given

n (3) can be analysed fully analytically (see SI) and the results

re depicted in Fig. 3 . In Fig. 3 (a), where 0 < q < 

T −R 
T , all triv-

al equilibria are saddles and because the (strictly) interior tri-

orphic equilibrium ( x 0 , x 1 , y 1 ) is an unstable spiral all trajecto-

ies approach the heteroclinic cycle of trustful cooperation, trust-

ul defection and suspicious cooperation (see SI for the exact ex-

ression of the interior trimorphic equilibrium and the stability

nalysis). In Fig. 3 (b) where T −R 
T < q < 

T 

R (1+ R 
4 T 

)+ T , trustful cooper-

tion turns into a stable equilibrium, and so all trajectories ap-
roach the equilibrium of trustful cooperation. In Fig. 3 (c) where
T 

R (1+ R 
4 T 

)+ T < q < 

T 
R + T , the interior trimorphic equilibrium ( x 0 , x 1 ,

 1 ) changes from an unstable spiral to an unstable node, and in

ig. 3 (d) where T 
R + T < q < 1 , the trimorphic equilibrium ( x 0 , x 1 ,

 1 ) exits the interior. In both cases all trajectories approach the

quilibrium of trustful cooperation. We remark that in the limiting

ases where q approaches 0 or 1 we recover the model with zero

 = 0 and perfect information q = 1 , respectfully: as q approaches

 the trimorphic equilibrium ( x 0 , x 1 , y 1 ) approaches the equilib-

ium of suspicious cooperation x 0 and the line spanned by suspi-



68 T. Priklopil et al. / Journal of Theoretical Biology 433 (2017) 64–72 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

e  

f  

t  

m  

i  

c  

l  

a  

I  

e  

e  

s  

(

b  

(  

t  

y  

i  

a

o

 

p  

(  

e  

t  

y  

b  

e  

q  

i  

l  

t  

t  

f  

e  

0  

f  

a  

c  

t  

t  

q  

q  

 

v  

t  

c  

c  

t  

t  

m  

b  

r  

c

3

 

g  

p  

a  

c  

t  

i  
cious cooperators x 0 and trustful defectors y 1 turns into a line of

equilibria ( Fig. 2 (b)), and as q approaches 1 the unstable dimorphic

equilibrium ( x 1 , y 1 ) approaches the equilibrium of trustful defec-

tion y 1 and so all trajectories approach the equilibrium of trustful

cooperation. 

We have obtained two qualitatively different evolutionary out-

comes. First, when 0 < q < 

T −R 
T , the evolutionary dynamics ap-

proaches a heteroclinic rock-paper-scissors cycle of trustful coop-

eration, trustful defection and suspicious cooperation ( Fig. 3 (a)).

This is because for lower values of q most encounters are between

unknown players. Therefore (i) almost all games between trust-

ful defectors and trustful cooperators are accepted, and the situ-

ation is (almost) identical to the donation game with obligatory

interactions where trustful defection beats trustful cooperation (ii)

when trustful cooperators are absent both suspicious cooperators

and trustful defectors play only amongst themselves, and because

cooperative interaction yields higher payoff than defective inter-

actions suspicious cooperators beat trustful defectors (iii) if most

players are cooperators, trustful cooperators beat suspicious coop-

erators because trustful cooperators play more cooperative games

by accepting unknown, and therefore cooperative, opponents. 

Second, when 

T −R 
T < q < 1 , the evolutionary outcome is a pop-

ulation of trustful cooperation, independently of the initial (strictly

positive) frequency distribution of strategies ( Figs. 3 (b)–(d)). Trust-

ful cooperation is an ESS because for higher values of q a popula-

tion of trustful cooperators efficiently refuse defective opponents.

This implies that trajectories nearby converge to a fully trustful co-

operation. The global convergence is due to the existence of suspi-

cious cooperators as they can invade a population of defectors, and

then be eventually replaced by trustful cooperators. 

We remark that a similar ESS condition was derived in

Nowak and Sigmund (1998a ), Nowak and Sigmund (1998b ),

Suzuki and Toquenaga (2005) and Ghang and Nowak (2015) . There

are however two notable differences. Firstly, the condition given in

the previous work was derived for a donation game stating that

cooperation is an ESS if the probability of knowing the type of the

opponent q is greater than the cost to benefit ratio of cooperation.

However, our model is derived for the general prisoners dilemma

allowing us to make a distinction between the cost of cooperation

P − S and the benefit of defection T − R (in the donation game they

are equal). The interpretation of the ESS condition then becomes a

ratio between the benefit of defection T − R, rather than cost of

cooperation, and a payoff value which is the difference between

unknown and known defectors encountering a trustful cooperator,

i.e. T (recall the reinterpretation of the payoff values). Secondly,

but more importantly, our condition implies global convergence

to trustful cooperation. This is a consequence of allowing decision

rules that are optimal when trustful behaviour is not, and there-

fore, when population consist mainly of defectors, suspicious be-

haviour becomes the outcompeting social norm which eventually

enables the dominance of trustful cooperation. 

3.2.2. Opting out is costly 

Lets now suppose that players who opt out are strictly worse

off than players who mutually defect S < 0 < P . Because defectors

should accept every interaction whenever 0 ≤ P , the strategies un-

der consideration are identical to the previous model ( P = 0 ). The

expected payoffs are 

f 0 = 

(
x 0 q 

2 + x 1 q 
)
R 

f 1 = ( x 0 q + x 1 ) R + y 1 (1 − q ) S 

g 1 = x 1 (1 − q ) T + y 1 P. 

(4)

The evolutionary dynamics (1) with the expected payoffs given in

(4) can be analysed fully analytically (see SI for detailed analysis)

and we summarise the results in Fig. 4 . 
In contrast with the previous model with P = 0 , a trimorphic

quilibrium ( x 0 , x 1 , y 1 ) enters the interior of the state space only

or intermediate values of q and only if P 
−S < 1 holds. Consequently,

here are three cases to consider that depend on whether the tri-

orphic equilibrium enters the interior of the state space, and if

t does, whether at the time of entry the equilibrium of trustful

ooperation is stable or not. In the first case the trimorphic equi-

ibrium ( x 0 , x 1 , y 1 ) enters the interior while trustful cooperation is

n unstable equilibrium 0 < 

P 
−S < 

T −R 
T ( Fig. 4 , top row (a1)–(d1)).

n (a1) 0 < q < 

P 
−S the trimorphic equilibrium ( x 0 , x 1 , y 1 ) is in the

xterior of the state space and the only stable equilibrium is the

quilibrium of trustful defection y 1 . In (b1) P 
−S < q < 

T −R 
T the un-

table trimorphic equilibrium ( x 0 , x 1 , y 1 ) enters the interior, and in

c1) T −R 
T < q < 

PR −ST 
−S(R + T ) the equilibrium of trustful cooperation x 1 

ecomes stable. In (d1) PR −ST 
−S(R + T ) < q < 1 the trimorphic equilibrium

 x 0 , x 1 , y 1 ) leaves the interior. We have that in (a1)–(b1) all evolu-

ionary trajectories approach the equilibrium of trustful defection

 1 (globally convergent ESS), and in (c1)–(d1) it depends on the

nitial frequency distribution of strategies whether the evolution-

ry trajectories approach the equilibrium of trustful cooperation x 1 
r trustful defection y 1 (both locally convergent ESS). 

In the second case trustful cooperation is stable as the trimor-

hic equilibrium ( x 0 , x 1 , y 1 ) enters the interior 0 < 

T −R 
T < 

P 
−S < 1

 Fig. 4 , middle row (a2)–(d2)). In (a2) 0 < q < 

T −R 
T the trimorphic

quilibrium ( x 0 , x 1 , y 1 ) is in the exterior of the state space and

he only stable equilibrium is the equilibrium of trustful defection

 1 . In (b2) T −R 
T < q < 

P 
−S the equilibrium of trustful cooperation

ecomes stable, in (c2) P 
−S < q < 

PR −ST 
−S(R + T ) the unstable trimorphic

quilibrium ( x 0 , x 1 , y 1 ) enters the interior and in (d2) PR −ST 
−S(R + T ) <

 < 1 the unstable trimorphic equilibrium ( x 0 , x 1 , y 1 ) leaves the

nterior. We have that in (a2) all trajectories approach the equi-

ibrium of trustful defection y 1 and in (b2)–(d2) it depends on

he initial frequency distribution of strategies whether the trajec-

ories approach the equilibrium of trustful cooperation x 1 or trust-

ul defection y 1 . In the third case the trimorphic equilibrium never

nters the interior 1 < 

P 
−S ( Fig. 4 , bottom row (a3)–(b3)). In (a3)

 < q < 

T −R 
T the only stable equilibrium is the equilibrium of trust-

ul defection y 1 and so all trajectories approach trustful defection

nd in (b3) T −R 
T < q < 1 the equilibrium of trustful cooperation be-

omes stable and so depending on the initial frequency distribu-

ion of strategies all the trajectories approach the equilibrium of

rustful cooperation x 1 or trustful defection y 1 . We remark that as

 approaches 0 or 1 this model simplifies to the model with zero

 = 0 ( Fig. 2 a) and perfect information q = 1 ( Fig. 2 d), respectfully.

We observe that in this model trustful defection is an ESS for all

alues of q . This is because opting out is costly 0 < P and so both

rustful and suspicious cooperators are at a disadvantage for suffi-

iently high frequency of defectors. This means that all trajectories

onverge to a fully defective population whenever trustful defec-

ion is the only stable equilibrium 0 < q < 

T −R 
T . When 

T −R 
T < q < 1

rustful cooperation is also an ESS, but contrary to the previous

odel ( P = 0 ) it is not a globally convergent ESS. However, the

asin of attraction increases with q and for large q only trajecto-

ies close to full defection are unable to reach the ESS of trustful

ooperation. 

.2.3. Opting out is beneficial 

In this section we suppose that opting out yields a strictly

reater payoff than mutual defection P < 0 < R . In contrast to the

revious two cases, defectors ought to avoid each other and so in

ddition to trustful cooperators, trustful defectors and suspicious

ooperators we must also consider suspicious defectors, having in

otal four strategies. Note that since in this model mutual defection

s worse than opting out, defective strategies will reject known de-
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Fig. 4. Evolutionary dynamics (1) for a model (4) where opting out is costly S < 0 < P . We distinguish three cases (a1)–(d1), (a2)–(d2) and (a3)–(b3), depending on the 

relationship between the trimorphic equilibrium ( x 0 , x 1 , y 1 ) and the equilibrium of trustful cooperation (see the main text). The parameter values are (a1) 0 < q < 

P 
−S 

(b1) 
P 

−S 
< q < 

T−R 
T 

(c1) T−R 
T 

< q < 

PR −ST 
−S(R + T ) 

(d1) PR −ST 
−S(R + T ) 

< q < 1 , (a2) 0 < q < 

T−R 
T 

(b2) T−R 
T 

< q < 

P 
−S 

(c2) P 
−S 

< q < 

PR −ST 
−S(R + T ) 

(d2) PR −ST 
−S(R + T ) 

< q < 1 , (a3) 0 < q < 

T−R 
T 

(b3) T−R 
T 

< q < 1 . 

Notation is identical to Fig. 3 . There are two qualitatively different evolutionary outcomes: in panels where 0 < q < 

T−R 
T 

all trajectories approach trustful defection, and 

in panels where T−R 
T 

< q < 1 all trajectories approach either trustful defection or trustful cooperation depending on the initial frequency distribution. See SI for a detailed 

analysis. 
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ectors. The expected payoffs are 

f 0 = 

(
x 0 q 

2 + x 1 q 
)
R 

f 1 = ( x 0 q + x 1 ) R + (y 0 q + y 1 ) (1 − q ) S 
g 0 = x 1 q (1 − q ) T 
g 1 = x 1 (1 − q ) T + y 1 (1 − q ) 2 P, 

(5) 

here y 0 is the frequency and g 0 the expected payoff of suspicious

efectors. The evolutionary dynamics (1) with the expected payoffs

iven in (5) can be analysed analytically, except for intermediate

alues of q where we couldn’t determine which of the two, when

 < 4 R , or three, when 4 R ≤ T , possible heteroclinic cycles evolu-

ionary trajectories approach to (see below for the precise condi-

ion; a more detailed analysis is in SI). Fig. 5 summarizes the re-

ults for the case T < 4 R and Fig. 6 summarizes the case 4 R ≤ T . 

The threshold values at which we transition between panels in

igs. 5 and 6 are 

 

stab . 
x 0 x 1 y 1 

= 

1 

−2 P (T −R ) 

[ 
−2 P (T − R ) −SR −

√ 

R 

2 S 2 + 4 SP RT −4 SP R 

2 

] 
(6) 

 0 = 

T − R 

T 
= q enter 

x 1 y 1 
= q exit 

x 0 x 1 y 0 
(7) 

 

exit 
x 0 x 1 y 1 

= 

−1 

[ S(R + T ) − 2 P R + 

√ 

S 2 (R + T ) 2 − 4 P SR 

2 ] (8) 

2 P R 
 

entry 
x 1 y 0 y 1 

= 

1 

−2 P T 
[ T (S − P ) + 

√ 

−4 P 2 RT + T 2 (P + S) 2 ] (9) 

here q stab. 
x 0 x 1 y 1 

< q 0 < q exit 
x 0 x 1 y 1 

< q 
entry 
x 1 y 0 y 1 

for all payoff values S, P, R, T .

n Fig. 6 we need additional thresholds 

 

exit 
x 1 y 0 

= 

1 

2 

− 1 

2 

√ 

1 − 4 

R 

T 
(10) 

 

entry 
x 1 y 0 

= 

1 

2 

+ 

1 

2 

√ 

1 − 4 

R 

T 
, (11) 

here q exit 
x 1 y 0 

< q 
entry 
x 1 y 0 

< q 0 for all R, T . However, the relative order

etween the thresholds q exit 
x 1 y 0 

, q 
entry 
x 1 y 0 

and q stab. 
x 0 x 1 y 1 

depends on S, P ,

, T . 

Let us first consider the case T < 4 R ( Fig. 5 ). In panel (a) 0 <

 < q stab. 
x 0 x 1 y 1 

there exists a stable trimorphic equilibrium ( x 0 , x 1 , y 1 ).

n panel (b) q stab. 
x 0 x 1 y 1 

< q < q 0 the trimorphic equilibrium ( x 0 , x 1 , y 1 )

ecomes unstable and there are no stable equilibria in the sys-

em. In panel (c) q 0 < q < q exit 
x 0 x 1 y 1 

the dimorphic equilibrium ( x 1 ,

 1 ) enters the interior and trustful cooperation x 1 becomes stable.

n panel (d) q exit 
x 0 x 1 y 1 

< q < q 
entry 
x 1 y 0 y 1 

the trimorphic equilibrium ( x 0 , x 1 ,

 1 ) exits the interior by passing through the dimorphic equilib-

ium ( x 1 , y 1 ), and in panel (e) q 
entry 
x 1 y 0 y 1 

< q < 1 an unstable trimor-

hic equilibrium ( x , y , y ) enters the interior by passing through
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Fig. 5. Evolutionary dynamics (1) for a model (5) where opting out is beneficial P < 0 < R , and where T < 4 R : (a) 0 < q < q stab. 
x 0 x 1 y 1 

(b) q stab. 
x 0 x 1 y 1 

< q < q 0 (c) q 0 < q < q exit 
x 0 x 1 y 1 

(d) 

q exit 
x 0 x 1 y 1 

< q < q entry 
x 1 y 0 y 1 

(e) q entry 
x 1 y 0 y 1 

< q < 1 . The filled circles are stable equilibria, i.e. all the eigenvalues are negative (see SI for details). For simplicity no arrows are drawn for 

the trimorphic equilibria, unless the equilibrium is an unstable equilibrium but also has negative eigenvalues in which case the stable direction(s) is drawn. There are three 

different evolutionary outcomes. 1 . All trajectories approach the equilibrium of suspicious cooperation, trustful cooperation and trustful defection ( x 0 , x 1 , y 0 ) (panel (a)). 

2 . All trajectories approach one of the two heteroclinic cycles, either x 0 → x 1 → y 1 or x 0 → x 1 → y 1 → y 0 . Numerical investigation shows it is the first one (panel (b)). 3 . All 

trajectories approach the equilibrium of trustful cooperation x 1 (panels (c)-(d)). 

Fig. 6. Evolutionary dynamics (1) for a model (5) where opting out is beneficial P < 0 < R , and where 4 R ≤ T : In contrast to the case in Fig. 5 , the unstable equilibrium ( x 1 , 

y 0 ) exits the interior for q exit 
x 1 y 0 

< q < q entry 
x 1 y 0 

. We distinguish three cases based on the order in which we transition between the panels when q increases. For the case (i) 

q stab. 
x 0 x 1 y 1 

< q exit 
x 1 y 0 

, we transition between (a1), (b1), (b2), (b1), after which continue to (c), (d) and (e) (ii) q exit 
x 1 y 0 

< q stab. 
x 0 x 1 y 1 

< q entry 
x 1 y 0 

we transition between (a1), (a2), (b2), (b1), after 

which continue to (c), (d) and (e), and (iii) q entry 
x 1 y 0 

< q stab. 
x 0 x 1 y 1 

we transition between (a1), (a2), (a1), (b1), after which continue to (c), (d) and (e). Similarly to Fig. 5 we have 

(a1a2) 0 < q < q stab. 
x 0 x 1 y 1 

(b1b2) q stab. 
x 0 x 1 y 1 

< q < q 0 (c) q 0 < q < q exit 
x 0 x 1 y 1 

(d) q exit 
x 0 x 1 y 1 

< q < q entry 
x 1 y 0 y 1 

(e) q entry 
x 1 y 0 y 1 

< q < 1 . Notation is identical to Fig. 5 . There are three different evolutionary 

outcomes: 1 . All trajectories approach the equilibrium of suspicious cooperation, trustful cooperation and trustful defection ( x 0 , x 1 , y 0 ) (panels (a1, a2)). 2 . All trajectories 

approach one of the three heteroclinic cycles, either x 0 → x 1 → y 1 or x 0 → x 1 → y 1 → y 0 (panels b1,b2), or an additional cycle x 0 → x 1 → y 0 which is possible only in panel (b2). 

Numerical investigation shows it is the first one. 3 . All trajectories approach the equilibrium of trustful cooperation x 1 (panels (c)-(d)). 
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Fig. 7. Summary of the results. On the vertical axis is the probability of knowing 

the type of the opponent q , and on the horizontal axis is the payoff for non-social 

behaviour 0 (opting out). The vertical line in the middle represents the non-generic 

case P = 0 , while on the left of the vertical line opting out is costly S < 0 < P and 

on the right opting out is beneficial P < 0 < R . In each area we draw a triangle that 

represents the phase plane for the parameter values in the area, such that in each 

triangle in the bottom left corner all players are trustful cooperators x 1 , in the bot- 

tom right corner all players are trustful defectors y 1 and the upper corner all play- 

ers are suspicious cooperators x 1 . Trustful cooperation is an ESS above the curve 

q = 

T−R 
T 

(the upper curve) and trustful defection is an ESS whenever S < 0 < P . Thus 

for S < 0 < P and 0 ≤ q ≤ T−R 
T 

all trajectories approach trustful defection, for P ≤ 0 < R 

and T−R 
T 

< q ≤ 1 all trajectories approach trustful cooperation and for S < 0 < P and 
T−R 

T 
< q ≤ 1 all trajectories approach either trustful defection or trustful cooperation 

depending on the initial frequency distribution. For P ≤ 0 < R and q stab. 
x 0 x 1 y 1 

< q ≤ T−R 
T 

, 

where q = q stab. 
x 0 x 1 y 1 

is the bottom curve (see the exact expression in (6) ), all trajec- 

tories approach the rock-paper-scissors cycle of suspicious cooperation, trustful co- 

operation and trustful defection (numerical result). For P < 0 < R below the curve 

q = q stab. 
x 0 x 1 y 1 

all trajectories approach the stable coexistence of suspicious cooperation, 

trustful cooperation and trustful defection. 
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he dimorphic equilibrium ( x 1 , y 0 ). Because there are no interior

 −morphic equilibria (see SI) all evolutionary trajectories approach

he boundary of the state space. As a consequence we get that in

anel (a) all evolutionary trajectories approach the stable coexis-

ence of suspicious cooperation, trustful cooperation and trustful

efection at the equilibrium ( x 0 , x 1 , y 1 ). In panel (b) all evolu-

ionary trajectories approach one of the two heteroclinic cycles, ei-

her the cycle between suspicious cooperation, trustful cooperation

nd trustful defection ( x 0 → x 1 → y 1 ) or the cycle between suspi-

ious cooperation, trustful cooperation, trustful defection and sus-

icious defection ( x 0 → x 1 → y 1 → y 0 ). Our numerical investigation

ndicates it is the cycle x 0 → x 1 → y 1 . Finally, in panels (c)–(e) all

volutionary trajectories approach trustful cooperation x 1 . 

In Fig. 6 , where 4 R ≤ T , the phase planes are similar to the

revious case except that the dimorphic unstable equilibrium ( x 1 ,

 0 ) exits the interior for q exit 
x 1 y 0 

< q < q 
entry 
x 1 y 0 

. We need to distinguish

hree cases based on the order in which we transition between

he panels when q increases. In the first case (i) q stab. 
x 0 x 1 y 1 

< q exit 
x 1 y 0 

, we

ransition between (a1), (b1), (b2), (b1), after which we continue

o (c), (d) and (e). In the second case (ii) q exit 
x 1 y 0 

< q stab. 
x 0 x 1 y 1 

< q 
entry 
x 1 y 0 

we

ransition between (a1), (a2), (b2), (b1), after which we continue to

c), (d) and (e), and (iii) q 
entry 
x 1 y 0 

< q stab. 
x 0 x 1 y 1 

we transition between (a1),

a2), (a1), (b1), after which we continue to (c), (d) and (e). Other-

ise the threshold values for which we transition between panels

re similar to Fig. 5 . An important consequence of the dimorphic

quilibrium exiting the interior is that in panel (b2) evolutionary

rajectories may approach an additional heteroclinic cycle of sus-

icious cooperation, trustful cooperation and suspicious defection

 x 0 → x 1 → y 0 ). However, our numerical investigation indicates all

rajectories approach the cycle x 0 → x 1 → y 1 . We remark that as q

pproaches 0 or 1 this model simplifies to the model with no q = 0

 Fig. 2 c) and perfect information q = 1 ( Fig. 2 e), respectfully. As q

pproaches 0 then the globally stable trimorphic equilibrium ( x 0 ,

 1 , y 1 ) approaches the equilibrium of suspicious cooperation x 0 and

hen q approaches 1 then the unstable dimorphic equilibrium ( x 1 ,

 1 ) approaches y 1 and so all trajectories approach trustful cooper-

tion. 

. Discussion 

In this paper we introduced an evolutionary game theoretic

odel where individuals encounter each other at random, but have

he option to opt out of interactions based on partial information

bout their encountered opponents. With a fixed probability, indi-

iduals are assumed to know whether the opponent is a cooper-

tor or defector. This simple formulation allowed us to solve the

odel of prisoners dilemma with optional interactions fully ana-

ytically, with the exception of a specific parameter region where

e were not able to determine which of the three or four hetero-

linic cycles evolutionary trajectories approach to (see below). 

The results of our paper are summarised in Fig. 7 . First, we

nd that if the probability of identifying the type of the opponent

s sufficiently high, T −R 
T < q ≤ 1 , then trustful cooperation is an

SS (similar condition was derived in Nowak and Sigmund, 1998a;

998b; Suzuki and Toquenaga, 2005; Ghang and Nowak, 2015 ). In-

erestingly, and in contrast with previous findings, if opting out

s at least as beneficial as mutual defection ( P ≤ 0), then trust-

ul cooperation is a globally convergent ESS, i.e. trustful coopera-

ion is reached from any initial frequency distribution of strategies

 Fig. 7 ). In particular, even an (almost) entirely defective popula-

ion will be replaced by trustful cooperators. 

Secondly, we find that if the probability of knowing the type

f the opponent is 0 < q ≤ T −R 
T , and opting out is at least as

eneficial as mutual defection ( P ≤ 0), then all evolutionary tra-

ectories approach one of the three heteroclinic cycles given in

odel (5) (area denoted ”evolutionary cycle” in Fig. 7 ). Numeri-
al investigation (in the case P = 0 analytical analysis) indicates

hat all trajectories approach the cycle of suspicious cooperation,

rustful cooperation and trustful defection. Thirdly, if opting out is

trictly worse than mutual defection ( S < 0 < P ) then trustful defec-

ion is always an ESS, either a locally convergent T −R 
T < q ≤ 1 (area

enoted “trustful defection and trustful cooperation” in Fig. 7 )

r globally convergent ESS 0 ≤ q ≤ T −R 
T (red area denoted “trust-

ul defection” in Fig. 7 ). Lastly, if opting out is strictly beneficial

 P < 0 < R ), then for 0 ≤ q < q stab. 
x 0 x 1 y 1 

, trustful cooperators, trustful

efectors and suspicious cooperators coexist at a globally stable

quilibrium (see model (5) for the exact condition; area denoted

stable coexistence” in Fig. 7 ). Note that suspicious defectors are

lways (eventually) selected against and thus eradicated from the

opulation. We remark that the models with zero q = 0 and per-

ect information q = 1 are aligned with the Fig. 7 . 

Our model can be extended in a straightforward manner to sev-

ral interesting directions. One possibility is to consider a multi-

layer version of our model where each player has partial infor-

ation about other players in the group. Here, a group of play-

rs may find themselves in a situation where only a fraction of

layers want to opt out while others would wish to continue the

ame, ultimately requiring to include more complex decision-rules

s the group size increases. Another possibility is to allow er-

ors in perception or execution of strategies ( Molander, 1985; Sig-

und, 2010 ). This scenario would also require updating our cur-

ent strategies as even trustful individuals should doubt the truth-

ulness of the observed type (errors in perception) or should be

uspicious of the future action of the opponent (errors in execu-

ion). Yet another possibility is to consider a game where play-

rs don’t have the option of opting out if the opponent wants

o interact. This case may apply for example in mating systems
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with forced copulations ( Verrell, 1998 ). However, the assumption

of forced interactions may be suited better for games other than

prisoners dilemma where we suspect its effect on the dynamics

becomes trivial. This is because in prisoners dilemma the prefer-

ence for opponents is unidirectional, and so the preferred coop-

erative players would be forced into harmful partnerships, conse-

quently lowering the level of cooperation. Finally, instead of pure-

decision rules assumed in this paper a mixed decision could be

used where accepting an unknown opponent happens with some

probability. This set-up could be used, for example, to investigate

the gradual evolution of trust in fully suspicious populations. 

To conclude, our simple mathematically tractable evolutionary

model with optional interactions, a model that can be readily ex-

tended to games other than prisoners dilemma, shows that the op-

tion of non-social behaviour facilitates the emergence of coopera-

tive behaviour. Interestingly, the option of non-sociality facilitates

not only stable cooperative populations but also trustful behaviour

that accepts interactions with potentially harmful players. 
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