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Abstract

We study evolutionary game theory in a setting where individuals learn from each other. We extend the traditional approach by assuming that a population contains individuals with different learning abilities. In particular, we explore the situation where individuals have different search spaces, when attempting to learn the strategies of others. The search space of an individual specifies the set of strategies learnable by that individual. The search space is genetically given and does not change under social evolutionary dynamics. We introduce a general framework and study a specific example in the context of direct reciprocity. For this example, we obtain the counter intuitive result that cooperation can only evolve for intermediate benefit-to-cost ratios, while small and large benefit-to-cost ratios favor defection. Our paper is a step toward making a connection between computational learning theory and evolutionary game dynamics.
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1. Introduction

Traditional evolutionary game theory considers a well-mixed population of individuals that use a finite number of strategies (Maynard Smith and Price, 1973; Maynard Smith, 1982; Hofbauer and Sigmund, 1988; Fudenberg and Tirole, 1991; Weibull, 1995; Skyrms, 1996; Samuelson, 1997; Hofbauer and Sigmund, 1998, 2003; Gintis, 2000; Cressman, 2003; Nowak and Sigmund, 2004; Sigmund, 2010). The result of the interaction of any two strategies is specified by a payoff matrix. Payoff determines the fitness. Deterministic evolutionary dynamics are described by the replicator equation (Taylor and Jonker, 1978; Hofbauer et al., 1979; Zeeman, 1980), which can be interpreted in terms of genetic or cultural evolution. In the latter context, individuals imitate or learn the strategies of others. Learners might preferentially choose teachers that have a high payoff. In the standard replicator equation the outcome of the learning process is independent of the learner; all learners can adopt the strategy of any teacher.

Here we assume that the outcome of a learning interaction also depends on the learner and that learners may differ in the set of strategies that they can learn (in their search space). In other words, the population is heterogeneous containing individuals with different learning abilities. It is possible that the strategy used by a teacher is not available in the search space of the learner. In this case the learner may approximate the teacher's strategy with another (possibly similar) strategy. We assume that each individual has a fixed search space, which specifies the set of strategies learnable by that individual.

Any learning task that involves 'inductive inference' (as opposed to simple memorization) requires a limited search space (Gold, 1967; Vapnik, 1998; Valiant, 1984; Osherson et al., 1986). The learner receives examples of behavior and has to infer the rules that generate these behaviors. In the context of language learning the examples are given by the linguistic forms received by the child learner. The rules are the grammar that is used by the native speaker (the 'teacher'). The limited search space is described by 'universal grammar' (Chomsky, 1965, 1981). Universal grammar is a consequence of the architecture of the human brain, which is genetically determined. Our approach in this paper is inspired by mathematical models of language evolution (Nowak et al., 2001, 2002; Mitchener and Nowak, 2003; Komarova, 2004; Komarova and Niyogi, 2004; Niyogi, 2006; Mitchener, 2007; Komarova and Levin, 2010).

Similar principles apply in situations where individuals attempt to learn strategies for playing repeated games by observing other individuals. The learner only sees examples of behaviors and has to infer the rule that is used by the teacher. Thus, the learning task requires inductive inference. After seeing enough examples, the learner should have a chance to infer the correct strategy. Such a learning task only succeeds if there is a limited search space. The search space itself cannot be learned. It is given before learning starts. It is the set of all strategies learnable by this individual. The search space cannot be unlimited. It can either contain a finite
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number of strategies or an infinite number with a prior distribution determining which strategies are more likely than others.

Any human learner trying to learn strategies for repeated games by observing others must have a limited search space, which is ultimately genetically determined. It is possible that modern humans have the same search space (as they are believed to have the same universal grammar), but sometime in human evolution there must have been modifications of the search space. In this paper we study cultural evolution in a population where individuals differ in their learning abilities (search spaces). We do not model genetic evolution in this paper. Therefore, we assume that the population consists of fixed fractions of learners that have different search spaces. We explore how heterogeneity in learnability affects cultural evolutionary dynamics.

We are interested in the fundamental principles of evolutionary dynamics. Therefore, we study very simple cases. In Section 4 below, for example, we contrast two types of learners for the repeated Prisoner’s dilemma. One type can only learn the unconditional strategies, always cooperate (ALLC) and always defect (TFT). Many other examples can be imagined and should be studied in due course. The concept also gives rise to an empirical research program, where human subjects could be evaluated according to their learning behavior when observing (successful) strategies in repeated games.

There is a large literature on learning in evolutionary games (Fudenberg and Levine, 1995; Riechmann, 2001; Samuelson, 1997; Kandori et al., 1993; Panait et al., 2008; Sigmund et al., 2007; Benaim et al., 2009; Sandholm, 2010). Helbing (1992) explores stochastic equations of social learning which generalize the replicator equation. Schlag (1998) studies learning in the context of games against nature (multi-arm bandit learning), while Hofbauer and Schlag (2000) analyze learning in two-player zero-sum games. The two later papers present learning rules that lead to Nash-equilibria in games with one player against nature or two-player zero-sum games. Both these works focus on describing learning rules to optimize payoff in a homogeneous population, whereas in our setting the learning rule is simple and fixed and the population is heterogeneous. Mistakes in the learning process can be seen as cultural mutation events that help to explore the search space (Traulsen et al., 2009). Our paper adds to this literature on learning in games the idea that cultural evolutionary dynamics can occur in heterogeneous populations, where individuals differ in their learning abilities.

2. The basic model

In this section we introduce our basic model. We provide a stepwise generalization starting from the standard replicator equation:

$$\dot{x}_k = x_k (f_k - \bar{f}), \quad k = 1, \ldots, n$$  \hspace{1cm} (1)

Here $x_k$ denotes the frequency of strategy $k$. There are $n$ strategies. The total payoff (fitness) of strategy $k$ is given by $f_k = \sum a_{kj} x_j$, where $a_{kj}$ are the entries of the payoff matrix $A$. The quantity $a_{kj}$ denotes the payoff that strategy $k$ receives when interacting with strategy $j$. The average fitness of the population is given by $\bar{f} = \sum x_k f_k$. Note that $\sum x_k = 1$. The standard replicator equation represents a situation where (i) the outcome of the learning process depends only on the teacher (and not on the learner), (ii) the learning process occurs without mistakes, and (iii) all individuals can learn all strategies.

If we add the possibility that learning occurs with mistakes, then we obtain the replicator–mutator equation:

$$\dot{x}_k = \sum_{j=1}^n x_j f_{jk} Q_{jk} - \bar{f} x_k, \quad k = 1, \ldots, n$$  \hspace{1cm} (2)

Again teachers are selected proportional to their abundance and fitness, $x_j f_{jk}$. The entries of the mutation matrix, $Q_{jk}$, denote the probability the learner will adopt strategy $k$ when learning from a teacher who uses strategy $j$. $Q$ is a stochastic matrix: all entries are probabilities and the rows sum to one. If $Q$ is the identity matrix, then we obtain the replicator equation as a special case. In general, Eq. (2) describes learning with mistakes, but again the learning process only depends on the teacher and all individuals can learn all strategies. For the replicator–mutator equation (2), we require that all payoffs are non-negative, $a_{kj} \geq 0$, otherwise inconsistencies can arise (see Appendix for a discussion of this requirement).

We now generalize this approach to allow the situation where the learning process also depends on the strategy that is currently used by the learner. Thus, there can be different types of individuals with different learning abilities and different search spaces. We introduce a three-dimensional transition matrix, $T$, whose entries $T_{ijk}$ specify the probability that a learner with strategy $i$ learning from a teacher with strategy $j$ will adopt strategy $k$. Hence for all $ij$ we have $\sum_{k=1}^n T_{ijk} = 1$. The transition matrix can be used to encode a heterogeneous population of learners, where some individuals can only learn a subset of all the strategies.

We obtain the following equation:

$$\dot{x}_k = \sum_{i=1}^n \sum_{j=1}^n x_i f_{ij} T_{ijk} - \bar{f} x_k, \quad k = 1, \ldots, n$$  \hspace{1cm} (3)

The underlying idea is that a learner with strategy $i$ picks a teacher with strategy $j$ proportional to $x_j f_{ij}$ (average payoff times frequency); the result of this interaction is that the learner adopts strategy $k$. As before $x_i$ denotes the frequency of strategy $i$. There are $n$ strategies, and we have $\sum_{i=1}^n x_i = 1$. The average payoff (fitness) of strategy $i$ is $f_i = \sum_{j=1}^n a_{ij} x_j$, where $a_{ij}$ is the payoff that strategy $i$ receives from strategy $j$. We require that all payoffs are non-negative, $a_{ij} \geq 0$. The average fitness of the population is $\bar{f} = \sum_{i=1}^n f_i x_i$.

The two novel features of Eq. (3) are as follows: (i) the learning process depends on the learner as well as on the teacher, and (ii) the population can contain individuals with different learning abilities. Observe that Eq. (3) reverts back to the standard replicator equation if $T_{ijk} = 1$ for $j=k$ and $T_{ijk} = 0$ otherwise. Also observe that Eq. (3) subsumes Eq. (2) for the special case $T_{ijk} = Q_{jk}$ for all $i$.

3. Examples

In this section we present two simple examples which illustrate how Eq. (3) works.

Example 1. Consider a population where individuals adopt one of two strategies, $A$ or $B$. The payoff matrix is given as follows:

$$A \begin{pmatrix} a & b \\ c & d \end{pmatrix} B$$

Here $a,b,c,d$ are non-negative numbers. The payoff matrix has the following meaning: (i) if $A$ plays $A$, then both get $a$, (ii) if $B$ plays $B$, then both get $d$, and (iii) if $A$ plays $B$, $A$ gets $b$ and $B$ gets $c$.

Let us consider the following learning events: (i) if learner and teacher have the same strategy, then nothing changes; (ii) if a learner with strategy $A$ learns from a teacher with strategy $B$, then...
the learner adopts B with probability p and A with probability 1−p; (iii) if a learner with strategy B learns from a teacher with strategy A, then the learner adopts A with probability q and B with probability 1−q. Therefore, the strategies A and B can imply different propensities to change.

We show the $2 \times 2 \times 2$ transition matrix, $T$, in two parts. $T_{\text{A}}$ and $T_{\text{B}}$, by fixing the teacher A and B, respectively:

$$
T_{\text{A}} = A \begin{pmatrix} 1 & 0 \\ q & 1-q \end{pmatrix}, \quad T_{\text{B}} = A \begin{pmatrix} 1-p & p \\ 0 & 1 \end{pmatrix}
$$

Let x denote the frequency of individuals with strategy A. Consequently, 1−x denotes the frequency of individuals with strategy B. Eq. (3) leads to

$$
x = x(1−x)(aq−bz−cpx+dpx+bq−dp)
$$

Hence, the probabilities p and q simply multiply the entries of the payoff matrix. The system is equivalent to a standard replicator equation for the modified payoff matrix

$$
A \begin{pmatrix} aq & bq \\ cp & dp \end{pmatrix}
$$

The learning asymmetry has the simple effect of transforming the payoff matrix. A is a strict Nash equilibrium if $aq > cp$. B is a strict Nash equilibrium if $bq < dp$.

**Example 2.** Again we consider a game with two strategies A and B, but this time only a fraction, $\eta$, of the population can chose between A and B while the remaining fraction, $1−\eta$, always plays B. We model this situation by considering a population with three strategies, A, B, and $B'$, and the payoff matrix:

$$
A \begin{pmatrix} a & b & b' \\ c & d & d \end{pmatrix}
$$

The learning events are as follows. A learner who uses A or B will adopt A if the teacher uses A, but it will adopt B if the teacher uses B or $B'$. A learner who uses $B'$ will always stay with $B'$. The $3 \times 3 \times 3$ transition matrix, $T$, can be written as follows:

$$
T_{\text{A}} = A \begin{pmatrix} 1 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad T_{\text{B}} = A \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},
$$

Let $x_A$ and $x_B$ denote the frequencies of type A and B individuals, respectively. The effect of the presence of type $B'$ individuals can be interpreted as changing the payoff of the players, and adding a frequency dependent mutation for type $B'$ players. Eq. (3) leads to the following:

$$
x_A = (x_A + x_B)x_A \left( a x_A + b x_B + b(1−\eta) \right) - T x_A
$$

For the sake of analysis, we now consider the above equation with only one variable $x_A$, and we have $x_B = x_A − x_A$. Let x denote the frequency of individuals with strategy A, where $0 \leq x \leq 1$. Then, Eq. (3) gives us

$$
x = x(\eta−x)(ax+b(1−x))−(1−x)(cx+d(1−x))
$$

This can be written as

$$
x = F(x)
$$

where

$$
F(x) = x^2(b−a+c−d)+x(a\eta−(1+\eta)b−c+2d)+b\eta−d
$$

For $\eta = 1$, we obtain a standard replicator equation, where in addition to a possible interior equilibrium there are always equilibrium points at $x=0$ and $x=1$. For $0 < \eta < 1$, we observe that $x=0$ is still an equilibrium but $x=1$ is typically not an equilibrium. Note that $x=1$ is an equilibrium only if $c=d=0$; in this case $F(\eta) = 0$. But if $cp + d(1−1) > 0$, then $F(\eta) < 0$. Remember that a,b,c,d must be non-negative; otherwise inconsistencies can arise. One such inconsistency would be $F(\eta) > 0$.

If $F(\eta) = 0$, then there are two cases: (i) if $a = b = 0$, then the process is neutral; every point x in $[0,1]$ is an equilibrium; (ii) if a or b are positive, then the only stable equilibrium is $x = \eta$.

We now analyze the situation for $F(\eta) < 0$. Again there are two cases

**Case 1: \eta b > d.** We have $F(0) > 0$ and $F(1) < 0$. Since $F(x)$ is a quadratic continuous function, there exists exactly one $0 < x^* < x$ such that $F(x^*) = 0$. The point $x^*$ is a stable equilibrium.

**Case 2: \eta b < d.** We have $F(0) < 0$ and $F(1) < 0$. There are three possibilities: (i) there is no solution $F(x) = 0$ in the range $[0,1]$; the system converges to $x=0$; (ii) there are two solutions, $0 < x_1^* < x_2^* < \eta$, of $F(x) = 0$; solution $x_1^*$ is an unstable equilibrium; solution $x_2^*$ is a stable equilibrium; depending on the initial condition the system converges either to $x=0$ or to $x = x_2^*$; and (iii) there is exactly one solution, $x^*$, of $F(x) = 0$; the line $x=0$ is the tangent to $F(x) = 0$; here $x^*$ is a saddle point; the system converges to $x^*$ if the initial condition, $x_0$, is greater than $x^*$; the system converges to 0 if $x_0 < x^*$.

An interesting numerical example is the following: $a = 9, b = 4, c = 5, d = 3$. In the standard game (for $\eta = 1$) it is clear that A is a strict Nash equilibrium and dominates B. But for $\eta = 0.7$ the presence of B players, who never change their strategy, topples the Nash equilibrium; now the selection dynamics favor B over A, and all-B is the only stable equilibrium.

4. **Direct reciprocity**

Let us now study an example of direct reciprocity in the context of the repeated Prisoner’s dilemma (Rapoport and Chammah, 1965; Trivers, 1971; Axelrod, 1984; Fudenberg and Maskin, 1986; May, 1987; Milinski, 1987; Boyd, 1989; Fudenberg
and Maskin, 1990; Nowak and Sigmund, 1989, 1992, 1993a; Hauert, 2010). An interaction between two players consists of multiple rounds. In each round, both players can either cooperate or defect.

We consider three strategies: always cooperate (ALLC), always defect (ALLD) and tit-for-tat (TFT). We assume that there are two types of individuals in the population. Type A individuals can only learn two strategies, ALLC and ALLD. Type B individuals can learn all three strategies. Therefore, the population is heterogeneous in terms of learning abilities. Type A individuals can learn strategies that require no memory (unconditional strategies), while type B individuals can learn strategies with a one-bit memory (reactive strategies).

The learning event can be seen as query based. The learner queries how the teacher reacts to cooperation and defection. If a teacher uses ALLC or ALLD, then both type A and B individuals will learn the teacher’s strategy. But if a teacher uses TFT, then only type B learners adopt TFT, while type A learners adopt ALLC or ALLD with equal probability. A type A learner observes that the teacher uses both cooperation and defection, and since the strategy space for this learner is only ALLC or ALLD it chooses one of those strategies with equal probability.

The transition matrix $T$ is shown below. $T_{ijk}$ represents the probability that an individual with strategy $i$ learning from an individual with strategy $j$ adopts strategy $k$. To distinguish between A and B players, we label ALLC and ALLD as C and D.

![Fig. 1. The evolutionary dynamics for different values of $\eta = 1$, 0.95, 0.9 and 0.85 is plotted, and the b/c value is 1.5. The figure also shows the evolutionary trajectories with starting point of the trajectories close to the ALLC and TFT edge, and the U-shaped trajectories for $\eta = 1$, the interior equilibrium for $\eta = 0.95$, and the convergence to ALLD strategies for $\eta = 0.9$ and $\eta = 0.85$. General description of the simplices plots for figures. The figures show the experimental results that were obtained by simulating the system according to the evolutionary dynamics specified by Eq. (3). We show the following: (a) the triangle for type A, with corners representing the strategy space for this learner is only ALLC or ALLD it chooses one of those strategies with equal probability. The state of the type B learners is represented by two dots of the same color, one in the triangle and one in the rectangle.

![Fig. 2. The evolutionary dynamics for different values of $\eta = 1$, 0.95, 0.9 and 0.85 is plotted, and the b/c value is 5. The starting point of the trajectories is close to the ALLC and TFT edge, U-shaped trajectories for $\eta = 1$, limit cycles for $\eta = 0.95$ and $\eta = 0.9$ (the limit cycle for $\eta = 0.9$ is closer to ALLD), and the convergence to ALLD strategies for $\eta = 0.85$ is also shown. (a) $\eta = 100\%$, (b) $\eta = 95\%$, (c) $\eta = 90\%$ and (d) $\eta = 85\%$. General description of the simplices plots for figures. The figures show the experimental results that were obtained by simulating the system according to the evolutionary dynamics specified by Eq. (3). We show the following: (a) the triangle for type A, with corners representing the strategy space for this learner is only ALLC or ALLD it chooses one of those strategies with equal probability. The state of the type B learners is represented by two dots of the same color, one in the triangle and one in the rectangle.](https://example.com/figure1)
We consider a simplified Prisoner’s dilemma where cooperation means paying a cost, $c$, for the other player to receive a benefit, $b$. Defection implies no cost and induces no benefit. If $b > c > 0$, then mutual cooperation is better than mutual defection and the game is a Prisoner’s dilemma. We assume that there is a fixed probability to play another round of the game; the defection and the game is a Prisoner’s dilemma. We assume that

$$b = \frac{b}{c} \text{ benefit, } c = \frac{c}{c} \text{ cost, }$$

if $b/c$ is non-negative. For our numerical examples and simulations, defection implies no cost and induces no benefit.

We add a constant $\gamma \geq c$ to all entries to ensure that all payoffs are non-negative. For our numerical examples and simulations, we set $\gamma = 1$, $c = 1$ and $m = 100$, while we vary $\eta$ and $b$.

Let us first discuss the case $\eta = 1$. This means that there are no type A individuals, and hence $x_A = x_D = 0$. Our system simplifies to a standard replicator equation on the simplex $S_2$ given by

$$x_{\text{ALLC}} + x_{\text{ALLD}} + x_{\text{TFT}} = 1.$$  
There is no interior equilibrium, because the payoff of TFT individuals exceeds that of ALLC individuals by the amount $c x_{\text{ALLD}}$. For $x_{\text{ALLD}} > 0$, the payoff of TFT strictly exceeds the payoff of ALLC, and therefore both $x_{\text{ALLC}}$ and $x_{\text{TFT}}$ cannot simultaneously be 0. Thus, there cannot be an equilibrium with $x_{\text{ALLC}} > 0$, $x_{\text{ALLD}} > 0$ and $x_{\text{TFT}} > 0$. We have the following equilibria on the boundary of the simplex: (i) the ALLD-corner, given by $x_{\text{ALLD}} = 1$, $x_{\text{ALLC}} = x_{\text{TFT}} = 0$, is a stable equilibrium; (ii) every point on the edge from ALLD to TFT is an equilibrium; these points are given by $x_{\text{ALLD}} = 0$, $x_{\text{ALLC}} = x$ and $x_{\text{TFT}} = 1-x$, where $0 \leq x \leq 1$; there is a threshold value $x^* = 1 - [c/(b(1-1/m))]$; if $x < x^*$ the equilibrium is stable; if $x > x^*$ the equilibrium is unstable, and (iii) there is one bistable equilibrium on the edge from ALLD to TFT, the point is given by $x_{\text{ALLD}} = 0$, $x_{\text{TFT}} = 1 - [c/(b-c(m-1))]$, $x_{\text{ALLC}} = 1 - x_{\text{TFT}}$. Some evolutionary trajectories converge to the ALLD-corner, while others converge to the stable points on the ALLC to TFT edge.

We now discuss the evolutionary dynamics of our system as observed in computer simulation. We show results for different values of $b/c$ and $\eta$. Recall that a fraction $\eta$ of individuals can learn ALLC, ALLD, and TFT, while the remaining $1 - \eta$ fraction of individuals can only learn ALLC and ALLD.
There exist interior equilibria as long as $Z$ and $t$ increase the payoff of ALLD and (ii) the presence of unconditional cooperators of type $A$ leads some type $B$ learners to adopt ALLD.

Intuitively, the coexistence between the strategies is possible because the presence of type $A$ learners favors ALLD over TFT for two reasons: (i) the presence of unconditional cooperators of type $A$ increases the payoff of ALLD and (ii) the presence of unconditional defectors of type $A$ leads some type $B$ learners to adopt ALLD.

For $\eta = 0.9$ and $\eta = 0.85$, there is no interior equilibrium and the population converges to ALLD. For any given $b/c$ value, there is a threshold of $\eta$ below which there are no interior equilibria and ALLD is the only stable equilibrium. For example, for $b/c = 1.5$ there exist interior equilibria as long as $\eta > 0.93$. For smaller $\eta$ values, there are no interior equilibria. Thus, as $\eta$ decreases the system favors defection. This makes sense: cooperation can only prevail if the fraction of individuals, which can learn a conditional strategy, is high enough. Note also that interior equilibria always arise in pairs: one is stable and the other is unstable.

Fig. 1 shows the evolutionary dynamics where we fix $b/c = 1.5$ and vary $\eta$. The case $\eta = 1$ behaves as discussed above. For $\eta = 0.95$, we find that there is a stable interior equilibrium. For lower values of $\eta$, the limit cycle moves closer to the ALLD attractor region. As we increase $b/c$ the size of the limit cycle increases (Fig. 3(d)–(h)); the oscillations have larger amplitude. At a critical $b/c$ ratio the limit cycle collides with the boundary of the state space and disappears. Now the only stable equilibrium is again ALLD (Fig. 3(i)). Therefore, our system has the interesting property that cooperation only emerges for intermediate benefit-to-cost ratios. For large or small benefit-to-cost ratios, there is no possibility for the evolution of cooperation.

Next, we study the system for fixed $\eta = 0.9$ while varying $b/c$ (Fig. 3). For low $b/c$, the only stable equilibrium is the one where all players defect (Fig. 3(a)). As we increase $b/c$ a stable interior equilibrium appears (Fig. 3(b)). In Appendix we give an analytic approximation for this threshold.) Depending on the initial condition the population either converges to the interior equilibrium or to ALLD. At the interior equilibrium $A$ learners adopt a mixture between ALLC and ALLD, while $B$ learners adopt a mixture between ALLC, ALLD, and TFT. For larger $b/c$ ratios, the interior equilibrium is approached in damped oscillations (Fig. 3(c)). Further increase in $b/c$ results in the interior equilibrium losing its stability: now the limit cycle appears (Fig. 3(d)). As we increase $b/c$ the size of the limit cycle increases (Fig. 3(d)–(h)); the oscillations have larger amplitude. At a critical $b/c$ ratio the limit cycle collides with the boundary of the state space and disappears. Now the only stable equilibrium is again ALLD (Fig. 3(i)). Therefore, our system has the interesting property that cooperation only emerges for intermediate benefit-to-cost ratios. For large or small benefit-to-cost ratios, there is no possibility for the evolution of cooperation.

Fig. 2 shows the evolutionary dynamics for $b/c = 5$. For $\eta = 0.95$ and $\eta = 0.9$, we find a stable limit cycle in the interior of the phase space. For lower values of $\eta$, the limit cycle moves closer to ALLD; this means that the time average of ALLD increases. For $\eta = 0.85$, the population converges to ALLD. Again we find that increasing the proportion of type $A$ learners makes it harder for cooperation to be maintained in the population, which makes sense. The occurrence of a limit cycle, whose amplitude grows as $\eta$ declines, is of interest.

Fig. 4 shows the evolutionary dynamics for $\eta = 0.9$ and the $b/c$ values vary as in Fig. 3, and the initial configuration is uniform distribution over the strategies are shown. (a) $b/c = 1.5$, (b) $b/c = 2.0$, (c) $b/c = 2.5$, (d) $b/c = 3.0$, (e) $b/c = 3.5$, (f) $b/c = 4.0$, (g) $b/c = 5.0$, (h) $b/c = 6.0$ and (i) $b/c = 7.0$.

Next, we study the system for fixed $\eta = 0.9$ while varying $b/c$ (Fig. 3). For low $b/c$, the only stable equilibrium is the one where all players defect (Fig. 3(a)). As we increase $b/c$ a stable interior equilibrium appears (Fig. 3(b)). In Appendix we give an analytic approximation for this threshold.) Depending on the initial condition the population either converges to the interior equilibrium or to ALLD. At the interior equilibrium $A$ learners adopt a mixture between ALLC and ALLD, while $B$ learners adopt a mixture between ALLC, ALLD, and TFT. For larger $b/c$ ratios, the interior equilibrium is approached in damped oscillations (Fig. 3(c)). Further increase in $b/c$ results in the interior equilibrium losing its stability: now the limit cycle appears (Fig. 3(d)). As we increase $b/c$ the size of the limit cycle increases (Fig. 3(d)–(h)); the oscillations have larger amplitude. At a critical $b/c$ ratio the limit cycle collides with the boundary of the state space and disappears. Now the only stable equilibrium is again ALLD (Fig. 3(i)). Therefore, our system has the interesting property that cooperation only emerges for intermediate benefit-to-cost ratios. For large or small benefit-to-cost ratios, there is no possibility for the evolution of cooperation.

Fig. 5 shows the particular parameter region where the limit cycle goes closer and closer to the ALLD attractor region. As $b/c$ increases the population spends longer and longer time periods very close to the state where everyone defects. For $b/c > 6.23$, the population is absorbed into the ALLD state.

Simulation results for a wide range of parameters are available at http://pub.ist.ac.at/~zufferey/cooperation/index.html.
In summary, we observe that the presence of type A learners can lead to interior equilibria and limit cycles. For given values of η (less than one), there is an interesting non-monotonic behavior: for small and for large $b/c$ ratios there is no evolution of cooperation, but for intermediate $b/c$ ratios evolution of cooperation is possible. One reason for this non-monotonicity is that type A learners promote the success of ALLD relative to TFT. When type A individuals learn from TFT they can either become unconditional cooperators or defectors. Unconditional cooperators increase the payoff of ALLD. Unconditional defectors induce some B learners to adopt ALLD (thereby generating a ‘mutational flux’ in the B sub-population). These effects lead to the oscillatory behavior. As $b/c$ increases the amplitude of the oscillations increases until the limit cycle collides with the boundary. At this point the only stable equilibrium is one where everyone defects.

There is a minimum frequency of TFT players needed to prevent the population from being attracted to the state where everyone defects. As the amplitude of the oscillations increases the frequency of TFT drops below this threshold and cooperation becomes extinct.

5. Adding mutation

The formalism that is described by Eq. (3) can also include mutation, which means errors in learning. The mutation probabilities can be directly incorporated into the transition matrix, $T$, because the entry $T_{ij}$ denotes the probability that an $i$ individual learning from a $j$ individual adopts strategy $k$.

Another possibility is to consider a separate mutation matrix, $M$. Then, we can write the transition matrix, $T$, as a linear combination of an error-free transition matrix, $T^0$, and the mutation matrix. Suppose the entry, $M_{ik}$, of the mutation matrix specifies the probability that an individual with strategy type $i$ mutates to become an individual with strategy type $k$. We can write:

$$T_{ik} = (1 - \mu)T^0_{ik} + \mu M_{ik}$$

The parameter $\mu$ denotes the probability that a mutation event occurs instead of an (error-free) learning event. For the example that we have discussed in the previous section it is natural to consider the following mutation matrix:

$$M = \begin{pmatrix}
C & D & ALLC & ALLD & TFT \\
C & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
D & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
ALLC & 0 & 0 & \frac{1}{3} & \frac{1}{3} \\
ALLD & 0 & 0 & \frac{1}{3} & \frac{1}{3} \\
TFT & 0 & 0 & \frac{1}{3} & \frac{1}{3}
\end{pmatrix}$$

This mutation matrix specifies that ‘mutation’ of an $A$ individual leads to $C$ and $D$ with equal probability. If a $B$ individual mutates, then the strategies, ALLC, ALLD, and TFT, are adopted with equal probability.

In Figs. 6 and 7 we show the effect of mutation on the evolutionary dynamics. We observe that mutation pulls the population toward the center of the simplex. Most interestingly, mutation preserves certain fraction of TFT strategies, and hence prevents the population being attracted to ALLD strategies. Thus for high benefit-to-cost ratios mutation acts to stabilize cooperation (McNamara et al., 2004; McNamara and Leimar, 2010).

6. Conclusion

The goal of this research is to promote the connection between learning theory (Valiant, 1984; Vapnik, 1998; Niyogi, 2006) and evolutionary game theory. Learning the strategy of other players in a repeated game is a problem of inductive inference: the learner observes examples of behavior and has to infer the rules (the grammar, the strategy) that generate such behavior. In order to solve such a problem the learner must have a limited search space (a limited set of possible strategies). The learning process between a student and a teacher can be described as the student picking a strategy from the search space and evaluating if this strategy is consistent with the behavior of the teacher.

In this paper we have proposed a simple framework to study deterministic evolutionary game dynamics in conjunction with learning. Eq. (3) is a generalization of the standard replicator equation. It includes the possibility that the outcome of a learning process not only depends on the strategy of the teacher, but also on the strategy that is currently used by the learner. Eq. (3) can also describe situations where a population consists of different types of individuals that differ in their search spaces. In this paper, we considered the learning model where the outcome of the learning process only depends on the learner and the teacher, and is independent of the frequencies of the strategies in the population. The more involved model where the learning depends on the frequencies of other strategies in the population would be a topic for future research. Schlag (1993) has studied direct reciprocity with strategies played by automata. Another future research topic would be to extend such studies to heterogeneous population where memory not only incurs a cost, but also limit the search space of individuals.

We have studied a particular example that arises in the context of direct reciprocity. Direct reciprocity is a mechanism for the evolution of cooperation based on conditional strategies and repeated interactions between the same two individuals. We have considered a population of heterogeneous learners. Type A individuals can only learn ALLC and ALLD. Type B individuals can learn ALLC, ALLD, and TFT. The proportion of $A$ and $B$ individuals does not change under cultural evolutionary dynamics (Cavalli-Sforza and
Feldman, 1981; Boyd and Richerson, 1985). If the proportion of A individuals is below a critical threshold, then there is a possibility for the evolution of cooperation for intermediate benefit-to-cost ratios. If the benefit-to-cost ratio is too small, then the only stable equilibrium is one where everyone uses ALLD. As the benefit-to-cost ratio increases, we observe at first a stable interior equilibrium and then a stable limit cycle. For larger benefit-to-cost ratios the limit cycle increases and eventually collides with the boundary of the simplex. Then, again ALLD is the only stable equilibrium. Our system has the interesting (and novel) property that increasing the benefit-to-cost ratio can prevent evolution of cooperation. We note that oscillations are a fundamental property of the evolutionary dynamics of cooperation. Cooperative states are never fully stable. The average amount of cooperation that is present in a population depends on how long cooperative states prevail and how rapidly they can be re-established after a breakdown of cooperation. For oscillations in evolution of cooperation see (Nowak and Sigmund, 1989, 1993b; Imhof et al., 2005; Tarnita et al., 2009).
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Appendix A. Discussion of requirements of Eqs. (2) and (3)

We discuss that with Eq. (2) we require that all payoff entries $a_{ij}$ are non-negative, as otherwise it may lead to inconsistency. We illustrate it with an example.

Consider a population with two strategies A and B and the payoff matrix is given as follows:

$$
\begin{pmatrix}
A & B \\
A & \begin{pmatrix} a & b \\
c & d \end{pmatrix} \\
B & \begin{pmatrix} c & d \end{pmatrix}
\end{pmatrix}
$$

such that $a = b = 0$ and $c = d = -1$. Let the matrix $Q$ be defined as follows:

$$
Q = \begin{pmatrix}
A & B \\
A & \begin{pmatrix} 1-u & u \\
u & 1-u \end{pmatrix}
\end{pmatrix}
$$
where 0 < u < 1. Let x denote the frequency of type A individuals. Then for this example Eq. (2) gives us
\[ x = \frac{1}{C_0} x \left[ \frac{x}{C_0} u \right] \]

Note that x must lie in the interval \([0, \frac{1}{C_1}]\). However, \[ x = 0 \]
leads to inconsistency. The reason of the inconsistency is as follows: the multiplicative terms with mutations must be non-negative, and if \( a_{ij} \) are negative, then the payoff for a strategy can be negative. Since Eq. (3) generalizes Eq. (2), we also require the same condition (i.e., \( a_{ij} \geq 0 \)) for Eq. (3).

Appendix B. Details of the repeated Prisoner’s dilemma with learners

In this section we present the details of the results of repeated Prisoner’s dilemma with two types of learners: type A that can learn only ALLC and ALLD strategies, and type B that can learn one of ALLC, ALLD, and TFT strategies. The details of the payoff and transition matrix are presented in the main paper. In the explanation below we write \( \beta \) for \( b/c \) (the benefit-to-cost ratio).

Phase 1: low \( \beta \), equilibrium is ALLD: As described above, when \( \beta \) is close to 1, the only stable equilibria consists of the ALLD strategy. The reason that when \( \beta \) is close to 1 the TFT strategy cannot invade ALLD strategies is as follows: given a population of ALLD strategies, if there is a small fraction of TFT strategies, then the payoff of TFT strategies is better. However, the individuals of type A cannot learn TFT and play ALLC or ALLD with probability 1/2. Against the ALLC strategy the payoff of playing ALLD is better than the one of TFT. Hence, in Phase 1 if \( \beta \) is greater than 1, but close to 1, TFT individuals will do worse than ALLD individuals. The situation of Phase 1 is depicted in Fig. 4(a), for \( \eta = 0.9 \).

Phase 2: stable interior equilibrium: When we increase \( \beta \) sufficiently, then interior equilibria start to exist. In other words, for \( \beta \) sufficiently greater than 1, defection is not the only stable equilibrium. When the interior equilibria starts to exist, they arise in pairs. However, only one of them is stable. For \( \eta \) close to 1 (i.e., small fraction of type A individuals), we obtain an approximate condition on \( \beta \) when the transition between Phase 1 and Phase 2 takes place. Our approximation gives an expression for \( \beta \) in terms of \( \eta \) where the transition takes place and the expression is given as follows:
\[ \beta = \left( 1 + \frac{2 \cdot (1 - \eta^2)}{2\eta + \eta^2 - 1} \right)^2 \]

For \( \eta = 0.9 \), we get \( \beta = 1.53 \) from the above expression. Fig. 3(a) and (b) shows that the transition takes place between
Fig. 8. The case of \( \eta = 0.8 \) is shown. In this case, the population always converges to defection even with large \( b/c \). The shape of the curves tends to show that the population would go from Phase 1 directly to Phase 4. When \( b/c \) is large enough to admit an interior equilibrium, the trajectory is already a trajectory similar to the Phase 4 of the other populations we have seen. (a)–(c) shows the dynamics for \( b/c = 3, 4, \) and 8, respectively. (a)–(c) shows the dynamics for \( b/c = 3, 4, \) and 8, respectively.

\( \beta = 1.5 \) and \( \beta = 2.0 \). More precisely our experimental results show that the transition takes place at \( \beta = 1.62 \). Thus, our approximation shows close agreement with experimental results. When the two interior equilibria begin to coexist, one of them is stable and the other in unstable. The details of how to derive Eq. (B.1) and discussion about the stability of the resulting equilibria is in the following section. Fig. 4(b) shows the point where a stable interior equilibrium appears. Fig. 4(c) shows that as \( \beta \) further increases the equilibrium is approached in damped cycles, a prelude to the next phase.

Phase 3: limit cycle: When \( \beta \) is further increased, the two interior equilibria still exist but neither of them are stable. In our experimental results, we started with an initial condition that is close to the equilibria and the evolutionary dynamics did not converge to the equilibria, instead it started forming a limit cycle. As the value of \( \beta \) is further increased the oscillations' amplitude increases. The limit cycles (or oscillations) are shown from Fig. 4(d)–(h).

Unstable equilibria: In Phases 2 and 3 though there exists equilibria, some of the equilibria are unstable. In Phase 2 one of the interior equilibria is unstable and in Phase 3 both the interior equilibria are unstable. We will then argue how the figures we present already support the instability of the equilibria. In our experimental study, to understand the stability of an equilibrium, we started with initial configurations that are close to the equilibrium value, and for unstable equilibria, the evolutionary dynamics did not converge to the equilibria.

Phase 4: high \( \beta \), equilibrium is ALLD: As \( \beta \) is increased, the size of the limit cycle continues to grow. When \( \beta \) is sufficiently large, the cycle eventually 'collides' with the boundary of the state space. Due to the learning dynamics this collision can occur only on the ALLC-ALLD face of the simplex, or on the ALLD-TFT face but extremely close to ALLD. Then, the whole population converges to ALLD strategies. In other words, increasing \( \beta \) in this case is the cause of defection. This is shown in Fig. 4(i). The transition from Phase 3 to Phase 4 for \( \eta = 0.9 \) is shown in Fig. 5.

Smaller \( \eta \) values: We present the evolutionary dynamics of Phase 1–Phase 4 for \( \eta = 0.9 \), in Figs. 3 and 4. For a smaller value of \( \eta \), e.g. 0.8, we observed that even with large value of \( \beta \) interior equilibria did not appear. Fig. 8 shows the evolutionary dynamics for the case when \( \eta = 0.8 \) for \( \beta = 3, 4, \) and 8.

Appendix C. Mathematical details of Appendix B

In this section we present the details related to existence of interior equilibria and also stability analysis of the interior equilibria.

C.1. Analytic results for existence of interior equilibria with \( \eta \) close to 1 and \( m = \infty \)

In this section we present analytic results to approximate the threshold value of \( \beta \) where interior equilibria starts to exist. The approximation result is obtained for the case when \( \eta \) is close to 1 (i.e., the limit of \( \eta \) is 1) and the limit \( m = \infty \). We setup the equations for the existence of equilibria. We will show an approximation that allows us to derive an expression for \( \beta \), in terms of \( \eta \), when \( \eta \) is close to 1, that ensures the transition from Phase 1 to Phase 2 (i.e., existence of stable interior equilibria).

Frequencies and payoff: Let us denote by \( y_i \) the relative frequency of ALLD strategies of type A individuals, and \( x_i \) and \( x_j \) the relative frequency of ALLD and ALLC strategies of type B individuals. Furthermore, to make the distinction between A and B clearer, we label ALLC and ALLD as C and D when played by A. In other words, the absolute frequencies are as follows: (1) type A ALLD strategies: \( f_{\text{AD}} = (1 - \eta) \cdot y_1 \); (2) type A ALLC strategies: \( f_{\text{AC}} = (1 - \eta) \cdot (1 - y_1) \); (3) type B ALLD strategies: \( f_{\text{BD}} = \eta \cdot x_1 + \eta \cdot x_2 \); (4) type B ALLC strategies: \( f_{\text{BC}} = \eta \cdot x_2 \); and (5) type B TFT strategies: \( f_{\text{TFT}} = \eta \cdot (1 - x_1 - x_2) \). The payoff are as follows:

\[
\begin{align*}
 p_{\text{p}} &= b \cdot (f_{\text{C}} + f_{\text{ALLC}}) + c \\
 p_{\text{c}} &= (b - c) \cdot (f_{\text{TFT}} + f_{\text{C}} + f_{\text{ALLC}}) - c \cdot (f_{\text{D}} + f_{\text{ALLD}}) + c \\
 p_{\text{ALLD}} &= b \cdot (f_{\text{C}} + f_{\text{ALLC}}) + c \\
 p_{\text{ALLC}} &= (b - c) \cdot (f_{\text{TFT}} + f_{\text{C}} + f_{\text{ALLC}}) - c \cdot (f_{\text{D}} + f_{\text{ALLD}}) + c \\
 p_{\text{TFT}} &= (b - c) \cdot (f_{\text{TFT}} + f_{\text{C}} + f_{\text{ALLC}}) + c \\
 \end{align*}
\]

Note that the term \( c \) is added as we add the constant \( \gamma = c \) to ensure that all payoff entries are non-negative. Let \( \ell \) be the vector that denotes the probability of selecting a strategy as teacher and is proportional to the payoff, e.g., \( \ell_{\text{TFT}} \) is proportional to \( p_{\text{TFT}} \). Hence, the new frequency vector is obtained as follows:

\[
\begin{align*}
 f_{\text{C}} &= (1 - \eta) \cdot \left( \frac{\ell_{\text{TFT}}}{2} + \ell_{\text{C}} + \ell_{\text{D}} \right) \\
 f_{\text{D}} &= (1 - \eta) \cdot \left( \frac{\ell_{\text{TFT}}}{2} + \ell_{\text{C}} + \ell_{\text{D}} \right) \\
 f_{\text{ALLD}} &= \eta \cdot (\ell_{\text{D}} + f_{\text{ALLD}}) \\
 f_{\text{ALLC}} &= \eta \cdot (\ell_{\text{C}} + f_{\text{ALLC}}) \\
 f_{\text{TFT}} &= \eta \cdot \ell_{\text{TFT}} \\
\end{align*}
\]

The equilibria condition is specified by the following five equalities that states that the new frequency and old frequency vector...
The simplified equation itself is quite long. One of the solution of the equation is $x_1 = 1$, and we factor out the solution of $x_1 = 1$, and consider the remaining quadratic equation. The discriminant of the simplified quadratic equation is

$$
\sqrt{(b^2 - 2b + 1) \cdot \eta^4 + (4b^2 - 4) \cdot \eta^3 + (2b^2 - 4b + 2) \cdot \eta^2 + (4b^2) \cdot \eta + \beta^2 - 2b + 1}
$$

For existence of real roots, we require that the discriminant is positive. We interpret the above discriminant as a quadratic equation in $b$, and solve it for 0. Any value of $\beta$ greater than the solution ensures that the discriminant is positive. The quadratic equation of $\beta$ has two roots: one is $\beta = 1$, and the other desired one is

$$
\beta = \frac{\eta^4 - 4\eta^3 + 2\eta^2 + 4\eta + 1}{\eta^4 + 4\eta^3 + 2\eta^2 - 4\eta + 1} = \frac{(\eta - \eta - 1)^2}{(1 - 2\eta - \eta^2)^2}
$$

$$
= \left(1 + \frac{2}{2\eta + \eta^2 - 1}\right)^2
$$

C2. Stability analysis of the equilibria

In this section we study the stability of the equilibria, and this was done with the aid of simulation (i.e., the results are not analytical).

Equilibrium frequencies and instability of equilibria: Phase 1—Phase 2. We obtained the solution of the equilibrium from the degree five polynomial (using the tool Maxima) for the Phase 1 and transition to Phase 2. For initial values of $\beta$ close to 1, we observed that there are two imaginary solutions, one negative solution (out of range) and two corner solutions. Increasing the values of $\beta$ we observe that the imaginary solutions become real solutions that are interior solutions. If we consider the two interior solutions we observe the following: (1) one of the solution is close to the boundary with high value of $x_1$ (i.e., high fraction of ALLD strategies in type B individuals), and this equilibrium is unstable; and (2) the other solution has significantly lower value of $x_1$ and this equilibrium is stable. Observe that in Fig. 4 we started with the initial configuration with all uniform strategies and it converged to the ALLD strategies. Hence for the equilibrium that has high value of ALLD strategies, if we start with an initial configuration close to the equilibrium it always converge to the ALLD strategies. Thus, it is quite clear that the equilibrium is unstable. On the other hand, we observed in Fig. 4 that when we started with the all uniform initial configuration they converged to the other equilibrium. In our experimental study we started with initial configuration close to the equilibrium values and observed that they converge to the equilibrium. Thus, the second interior equilibrium is stable.

Equilibrium frequencies and instability of equilibria: Phase 2—Phase 3: We then considered the solution of the equilibrium

By fixing $x_2$ to a small fixed value, eliminating $x_1$ and higher order terms of $(1 - \eta)$ we obtain a simplified cubic equation in $x_1$ (we use Maxima, a computer algebra system, to obtain the equation).

Fig. 9. Comparison of the approximation and the exact value for $y_1$, when $\eta = 0.9$, $x_2 = 0.02$, and $\beta = 1, 2, 3$. The simplified equation is quite long. One of the solution of the equation is $x_1 = 1$, and we factor out the solution of $x_1 = 1$, and consider the remaining quadratic equation. The discriminant of the simplified quadratic equation is

$$
\sqrt{(b^2 - 2b + 1) \cdot \eta^4 + (4b^2 - 4) \cdot \eta^3 + (2b^2 - 4b + 2) \cdot \eta^2 + (4b^2) \cdot \eta + \beta^2 - 2b + 1}
$$

For existence of real roots, we require that the discriminant is positive. We interpret the above discriminant as a quadratic equation in $b$, and solve it for 0. Any value of $\beta$ greater than the solution ensures that the discriminant is positive. The quadratic equation of $\beta$ has two roots: one is $\beta = 1$, and the other desired one is

$$
\beta = \frac{\eta^4 - 4\eta^3 + 2\eta^2 + 4\eta + 1}{\eta^4 + 4\eta^3 + 2\eta^2 - 4\eta + 1} = \frac{(\eta - \eta - 1)^2}{(1 - 2\eta - \eta^2)^2}
$$

$$
= \left(1 + \frac{2}{2\eta + \eta^2 - 1}\right)^2
$$

C2. Stability analysis of the equilibria

In this section we study the stability of the equilibria, and this was done with the aid of simulation (i.e., the results are not analytical).

Equilibrium frequencies and instability of equilibria: Phase 1—Phase 2. We obtained the solution of the equilibrium from the degree five polynomial (using the tool Maxima) for the Phase 1 and transition to Phase 2. For initial values of $\beta$ close to 1, we observed that there are two imaginary solutions, one negative solution (out of range) and two corner solutions. Increasing the values of $\beta$ we observe that the imaginary solutions become real solutions that are interior solutions. If we consider the two interior solutions we observe the following: (1) one of the solution is close to the boundary with high value of $x_1$ (i.e., high fraction of ALLD strategies in type B individuals), and this equilibrium is unstable; and (2) the other solution has significantly lower value of $x_1$ and this equilibrium is stable. Observe that in Fig. 4 we started with the initial configuration with all uniform strategies and it converged to the ALLD strategies. Hence for the equilibrium that has high value of ALLD strategies, if we start with an initial configuration close to the equilibrium it always converged to the ALLD strategies. Thus, it is quite clear that the equilibrium is unstable. On the other hand, we observed in Fig. 4 that when we started with the all uniform initial configuration they converged to the other equilibrium. In our experimental study we started with initial configuration close to the equilibrium values and observed that they converge to the equilibrium. Thus, the second interior equilibrium is stable.

Equilibrium frequencies and instability of equilibria: Phase 2—Phase 3: We then considered the solution of the equilibrium

By fixing $x_2$ to a small fixed value, eliminating $x_1$ and higher order terms of $(1 - \eta)$ we obtain a simplified cubic equation in $x_1$ (we use Maxima, a computer algebra system, to obtain the equation).
obtained from the degree five polynomial for the Phase 2 and transition to Phase 3. We consider the two interior solutions and observe that as $\beta$ is increased the following properties of the solutions: (1) one of the solution is close to the boundary with very high value of $x_1$ (i.e., large fraction of ALLD strategies), and this equilibrium is unstable, and the analysis is same as in the previous; and (2) the other solution gets closer to the center of the simplex (all strategies have nearly the same value). Observe that in Fig. 4 we started with the initial configuration of all uniform strategies and observed live cycles. Hence as we increase the value of $\beta$ the second equilibrium loses stability.

We experimented with initial configuration close to the equilibrium and observed that live cycles were formed. Hence in Phase 3 both the interior equilibria are unstable. Fig. 10 shows the interior equilibrium in the simplices and shows how they change as $\beta$ increases. Fig. 11 presents a summary of the simulation results for various values of $\eta$ and $b/c$.
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